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ABSTRACT

The generation and presentation of counterfactual explanations
(CFEs) are a commonly used, model-agnostic, approach to helping
end-users reason about the validity of AI/ML model outputs. By
demonstrating how sensitive the model’s outputs are to minor vari-
ations, CFEs are thought to improve understanding of the model’s
behavior, identify potential biases, and increase the transparency of
’black box models’. Here, we examine how CFEs support a diverse
audience, both with and without technical expertise, to understand
the results of an LLM-informed sentiment analysis. We conducted
a preliminary pilot study with ten individuals with varied expertise
from ranging NLP, ML, and ethics, to specific domains. All individ-
uals were actively using or working with AI/ML technology as part
of their daily jobs. Through semi-structured interviews grounded in
a set of concrete examples, we examined how CFEs influence par-
ticipants’ perceptions of the model’s correctness, fairness, and trust-
worthiness, and how visualization of CFEs specifically influences
those perceptions. We also surface how participants wrestle with
their internal definitions of ‘explainability’, relative to what CFEs
present, their cultures, and backgrounds, in addition to the, much
more widely studied phenomena, of comparing their baseline ex-
pectations of the model’s performance. Compared to prior research,
our findings highlight the sociotechnical frictions that CFEs surface
but do not necessarily remedy. We conclude with the design impli-
cations of developing transparent AI/ML visualization systems for
more general tasks.

Supplemental Materials: https://osf.io/7£fb52

Index Terms: Large Language Models, Explainability, Counter-
factuals Visualization, Interview Study

1 INTRODUCTION

Sentiment analysis is a commonly studied task to explore the un-
derstandability and explainability of complex models [3, 68]. The
number of techniques that support sentiment analysis are varied,
from simple dictionary-based methods to, more recently, the use
of more complex large language models (LLMs) [44, 38]. While
LLM:s are less transparent than simpler methods, they are demon-
strating improved performance [44]. At the same time, the issues
with LLM biases and the difficulty of interrogating their outputs
are becoming a topic of growing concern. For example, Jentzsch et
al. [30] demonstrated that BERT-based sentiment classifier exhib-
ited substantive gender bias. Their research, along with many
others [5, 6, 24, 60, 18, 23, 75], point large, but often not di-
verse, training datasets and inscrutable internal model logic. In
response to these challenges, and in the face of growing legisla-
tion to address them [22, 70, 19], researchers prioritized identify-
ing harms and risks [21, 17, 51, 75] as well as proposing frame-

*e-mail: ana.crisan@uwaterloo.ca
fe-mail: nbutters @salesforce.com
*e-mail: zoe@tableau.com

Nathan Butters® Zoet
Salesforce, USA

Tableau Software, USA

works [49, 66], documentation [45, 13, 25], eXplainable Artificial
Intelligence (XAI) techniques [54, 41, 64, 1], interactive visual-
ization techniques [46, 76, 67, 62], and benchmarks for evalua-
tion [48, 16, 36, 81, 72].

We explore the use of counterfactual explanations (CFEs)for ex-
amining the behavior of an LLM applied to sentiment analysis. We
are further interested exploring to what extend and in what ways
visualizing CFEs impacts end-users interpretation of the model’s
behaviors. In this preliminary study, we use sentiment analysis as a
proxy task to define conceptual dimensions for investigating other
complex tasks that LLMs can support. For example, LLMs can also
support the generation of code for visualizing data, evaluating the
appropriateness and utility of the resulting visualizations that go be-
yond accuracy to touch on subjective notions of correctness and va-
lidity that our research also surfaces. By centering on explanations,
we touch upon the broader need for understanding the sensitivity
of the model’s outputs. In doing so, we also address understudied
aspects of CFEs and data visualizations that prior research does not
fully explore [78, 46].

We conducted a contextual inquiry to interrogate the efficacy of
CFEs and the the inclusion of visualizations to surface biases in an
LLM-based sentiment analysis. We first created an instrument that
generated textual and visual modalities of presenting CFEs. We
then used this instrument to conduct a set of semi-structured inter-
views with a diverse participant group (n=10) to understand their
perspectives on the models outputs and the efficacy of CFEs, both
with and without visualizations. We conducted a thematic anal-
ysis of the interview transcripts and identified themes concerning
understanding of the model’s explanations, and its impact on their
agreement with its results and perceptions of fairness and trustwor-
thiness. We also identified multiple factors influencing participants’
decision-making with counterfactuals and visual explanations, in-
cluding primary language, cultural background, and their skepti-
cism toward the model’s results. Qur preliminary findings show
opportunities and challenges toward making LLM applications
understandable and trustworthy.

2 RELATED WORK

We discuss related work concerning explainable Al (XAI) tech-
niques, followed by a narrow focus on counterfactuals and visu-
alization systems.

2.1 XAl Techniques

XAI techniques vary in the type of explanation and their level of
granularity v [15, 1, 79]. Alicioglu et al [1]. summarizes three
categories of explanation levels: (1) local vs. global, (2) intrinsic
vs post-hoc, and (3) model-specific vs. model-agnostic. Collec-
tively these categories contrast explanations on singleton data in-
stances against the many (local vs global), whether explainability
is “baked in” or requires a separate interrogation after training (in-
trinsic vs post-hoc), and finally, whether specific information about
the model is required or not (model-specific vs. model-agnostic).
The prevalence of existing techniques skews toward local post-hoc
explanations that are model-agnostic. These include popular ap-
proaches such as LIME [54], SHAP [41], and Integrated Gradi-
ents [64], among others. Many of these existing techniques have
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been bundled into toolkits, such as XAI360 [2], AllenNLP [71],
and OmniXAI [79]. The overall combinatorial space of possible
XAI techniques to interrogate is large.

Our research examines counterfactual explanations, a commonly
used and model-agnostic approach for black-box algorithms. We
extend interrogations of CFEs from prior research by exploring a
broader set of sociotechnical considerations that influence how end-
users respond to the presentation of CFEs.

2.2 Counterfactuals and XAl

Counterfactual and contrastive explanations are gaining traction
for enriching context around model decisions [63, 70]. Such ex-
planations have proven effective in scrutinizing automated deci-
sions [10, 70, 20], clarifying classifier boundaries [46, 27], and
enhancing accessibility [10, 47, 76, 58, 35]. They primarily il-
lustrate alternative “what if” scenarios by tweaking the model’s
input [70, 76, 8]. Creating effective CFEs can require manual
effort from NLP experts [55, 33], which is a slow process. To
scale, other studies have used crowd-sourcing methods, as in Wino-
Grande [56]. Automated generation techniques exist, using training
data [52, 46, 35] or separate LLMs [77], but they might introduce
biases[34, 31, 61]. Finally, there is limited user research on coun-
terfactual explanations’ efficacy [70, 39, 40, 32]. Existing stud-
ies mainly target ML/DS experts, sidelining non-experts [43, 65].
Claims about counterfactuals’ effectiveness for non-experts remain
largely under explored. Studies with non-experts (e.g., [47])were
restricted to a small sample.

Our research examines CFEs in the context of sentiment anal-
ysis. Through a preliminary investigation with a group of partici-
pants, including both experts and non-experts, we add diverse per-
spectives on the efficacy and utility of CFEs as a tool for under-
standing and interrogating LLM behavior.

2.3 Visualizing XAl

Visualization tools are frequently paired with XAl algorithms to
depict model attributes and behaviors [1, 62, 4, 73]. Specific tools
like BertViz [69] and exBERT [29] provide insights into atten-
tion layers. Model-agnostic XAI methods, including LIME [54],
SHAP [41], and Partial Dependence Plots [26], come with inher-
ent visual representations. Comprehensive interactive visual sys-
tems, such as ExplainExplorer [12] and eXplainer [62], are avail-
able, with some targeting specific domains for deeper model under-
standing. Context Sight [80] is aligned with our goals of helping
end-users by providing additional contextual information for inter-
preting model behavior. Similarly, GamCoach [74] helps end-users
plan and visualize alternative recourse plans to model behavior that
could be problematic. Our focus aligns most with visualization
systems for counterfactual data, like ViCE [27] and DECE [10].
Gomez et. al. further extended their approach [28] to compute
CFEs from tabular data; we apply our approach to text data, in-
spired by CFE methods for lexical counterfactuals [77]. More re-
cent research has begun to explore the use of CFEs to interactively
interrogate the performance of LLMs [11].

Our research conducts a preliminary investigation into the effi-
cacy of visualizations, over none at all, and their design to support
explainability efforts of XAl We specifically use LIME [54] to cre-
ate a probing instrument for our study, because we found it was
more interpretable compared to the widely used SHAP [41], to ex-
plore different dimensions of visualization design for CFEs.

3 COUNTERFACTUAL EXPLAINABILITY INSTRUMENT

Ahead of conducting our study, we developed a probing instrument
that we used to ground our discussion on explainability, CFEs, and
sentiment analysis. For this initial investigation, we scoped our in-
strument to generate “lexical counterfactuals” [77, 56] that modify

initial templates of input sentences by replacing a single word. Lex-
ical counterfactuals have been explored in some prior work that uses
existing LLMs [77] or crowd sourcing methods to develop a corpus
of counterfactuals [56], our approach differs because we deliber-
ately attempt to explore different ranges and distributions of exam-
ples to generate. We also assess these different example-generation
methods with study participants.

3.1 Exploring Different Designs.

We create five layouts to explore the effects of visualization and
counterfactual explanations, both together and separately. These
are shown in Figures 1 and 2. The first is a baseline layout, which
we refer to as the text layout, and was not an explanation but just
had the model’s results indicating the predicted sentiment, the pre-
diction probability, and a plain language interpretation of the prob-
ability. We extended this baseline in two ways. First, we did not
generate CFEs, but added an explanation of the model’s results us-
ing LIME [54], which illustrates the contribution of each word in
the sentence to the model’s output. We refer to this as the LIME lay-
out, and consider it one of our ’visual explanations’. We explored
other techniques, but, in pilot studies, found this was the easiest
to interpret (although, as we report, there remained issues). Had
our goal been to quantitatively assess the efficacy of different CFE
methods, we would have undertaken a more in-depth evaluation.
But for our study, the relative simplicity of LIME over techniques
like SHAP [41] appeared reasonable. Moreover, our observations
aligned with prior research that also highlights the interpretability
challenges of SHAP [57].

After generating CFEs (see Section 3.2), we added the text++
and LIME++, which were the same as previously described except
with two additional examples showing the range of model results
relative to some initial example sentence.

One final layout we designed was scatter++, which shows the
distribution of outcomes across a larger set of generated counterfac-
tuals (scatter++). We chose these explanations as a starting point
in our investigation because they are common and have a natural
progression from zero to many CFEs.

Thus, we have two layouts that do now show any visualizations
at all (text and text++), two layouts without CFEs (text and
LIME), and one layout that shows simulates and shows a wide dis-
tribution of outcomes (scatter++).

3.2 Generating Counterfactuals.

There are varied techniques for generating CFEs, but many involve
resampling from the training data, or, creating examples that ap-
proximate it. We thought that could be problematic for exploring
potentially out-of-distribution behavior of LLMs, especially given
the criticism of their nature to act as to stochastic parrots [5]. For
this reason, we experimented with an approach to create CFEs that
do not depend on the training dataset. We created a general ap-
proach for generating lexical counterfactuals [77] for a given input
sentence. We do so by breaking down a sentence into its different
parts-of-speech and extracting noun and adjective terms to generate
alternatives. For these extracted terms we look up alternatives us-
ing the Open Multilingual Wordnet (OMW) database [7] by crawl-
ing hyponyms and hypernyms for related terms with a threshold
similarity of 0.75 for definitions with punctuation and stop words
removed. In addition to the OMW database, we obtain a set of cu-
rated word lists, such as countries or professions, that are also used
to generate counterfactuals when the extracted terms are detected to
match these concepts. Prior approaches have used LLMs that pre-
dict subsequent tokens to generate alternatives [77], but these mod-
els also have known biases [53]. By substituting parts-of-speech
with an orthogonal data set, we aim to reduce biases by limiting
our reliance on the model’s training data.



Figure 1: Explanations in our instrument. Four explanations are show belonging to two explanation types: Descriptive Text (text and text++)
and Visual Feature (LIME and LIME++). Explanations are shown both with (++) and without CFEs.
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This is the original sentence.

This film was filmed in France.
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Figure 2: The scatter++ shows the distribution of possible outcomes
from an automatically generated set of CFEs.

This s he orgina sentence

This film was filmed in France.

We also explore three different sampling methods: (1) Random
(2) Most Similar (based upon the word embedding similarity) and
(3) Contrastive. The first two approaches are self-explanatory. Us-
ing contrastive sampling, we identify the extrema of the model’s
prediction relative to the input sentence and present those. Figure 1
shows these contrastive sampling results for the sentence ‘The film
was filmed in [COUNTRYT]’, where in the input sentence COUN-
TRY is France, and the contrastive examples are New Zealand
(most similar) and Palestinian Territories (least similar).

We assessed all sampling approaches in this qualitative study
phase and moved forward with solely the contrastive sampling ap-
proach based on participants’ feedback.

4 CONTEXTUAL INQUIRY

We conducted a contextual inquiry [32] using our CFE instrument
to examine the effects of different modes of explanations, both tex-
tual and visual, together with CFEs. Additional materials of our
study are available at: https://osf.io/7£fb52

4.1 Study Protocol
4.1.1 Study Session.

We conducted semi-structured interview approach using the first
version of the study instrument (Section 3). Study sessions were
scheduled for 45 minutes. Due to budget constraints, we could not
offer an honorarium, and the participants were given an offer of mu-
tual support should they wish it. The full study protocols, consent
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This alternative sentence is the closest prediction. This alternative sentence is the farthest prediction

This film was filmed in New Zealand. This film was filmed in Palestinian Territories.
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The model predicts the sentiment of this sentence is It considers
the probability of this prediction being correct is 98.61%, which means the
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forms, and instruments are available in the online materials. We
provide a brief overview here.

Our study consisted of two parts. In the first part, participants
discussed their background and knowledge of Explainable Al. Par-
ticipants were asked how often they developed or worked with tools
for explainable Al, and then if a particular tool or library stood out
as being the most useful. The participants were then asked about
their experience and familiarity with LLMs. They were asked to
discuss the particular tasks they used them for and what challenges
and risks they thought language models held. At the end of the first
part they were asked about documentation that they thought was
useful to highlight and explain the limitations and risks.

In the second part of the study, participants were shown 5 design
conditions (Section 3). Each one was described, to orient them,
and then they were asked to explore and interact with the layout
using a think-aloud protocol. The study moderator also prompted
them with predefined questions from the protocol (see supplemental
materials - study script). As they saw each layout, we asked them
what tasks they felt the layout supported, what was confusing about
each layout, and whether they felt the layout could help a person
understand the constructs of the model.

Sessions varied between 45 and 60 minutes in length and in-
cluded an administrator, who led the session, and a separate note
taker. The administrator and note taker debriefed on camera after
each session. All sessions, including the debrief, were recorded and
transcribed.

4.1.2 Data Analysis

The study administrator and note taker analyzed data from tran-
scripts and videos using an open and axial coding technique [9]. A
first pass of the analysis identified pertinent sentences for further
interrogation. Subsequent passes led to the iterative development
of a set of hierarchical qualitative codes. We conducted our initial
coding passes separately before jointly analyzing our separate set
of codes and refining the final code set. Prior to the joint analysis,
coders had a 69.2% code agreement. The final set of codes appears
as themes in our results.

4.1.3 Participants.

We sought to recruit a minimum of ten participants. Diversity of
perspectives in Natural Language Processing (NLP), Explainable
Al Data Visualization, Ethics, and User Experience (Table 1). To
achieve our minimum sample size, we reached out to 37 individuals
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through a combination of personal social networks, referrals from
others, and cold emailing. Among the 27 (of 37) individuals who
did not participate, 10 declined and 17 did not respond.

4.2 Results

Our qualitative coding activities resulted in 67 unique codes that we
further organized into seven themes: (1) Explainability Attributes,
(2) Contextual Factors, (3) Processes, (4) Applications, (5) Visual
Design, (6) Tooling and Background, (7) Instrument Design. The
first five themes are shown in Figure 2, which highlights influential
factors in the ways participants engaged with the different explana-
tion layouts and how they affected their understanding and interpre-
tation of the sentiment analysis model. The last two themes were
used to gather participants’ backgrounds and any issues they en-
countered with the instrument; instrument design issues, including
bugs or quirks, were addressed before the subsequent study phase.

4.2.1 Definitions of Explainability.

Participants’ backgrounds and expertise influenced how they ap-
proached tools for understanding LLMs. P04 articulated different
lenses through which to view typical definitions of XAl :

[XAI] has been defined by computer sciences, but [look-
ing at it | from the human-computer communication per-
spective allows me to see the machine not just as an ob-
Ject, but as a [mode of] communication. [P04]

Two participants explicitly pointed to the influence of DARPA’s
definition [14] in shaping a broader conversation and tooling around
XAI The scope of these definitions can impact priorities for the
development of XAl techniques, including CFEs [65]. However,
the majority (n=7) of participants were unaware of any specific
XAl tools (i.e. LIME, SHAP), despite either actively working with
AI/ML models or having explainability as a core concern for their
role or work. Two participants from this group identified model
cards and datasheets, and other similar types of documentation as
being an explainability tool they use. For participants that did ac-
tively use or develop explainability tools (n=3), the most commonly
articulated were LIME (n=2), SHAP (n=2), and IBM’s fairness 360
toolkit (n=1). However, none of these participants felt the exist-
ing tools were especially good or useful. P09 articulated conver-
sations around explainability and LLMs are driven by what “cus-
tomers are reading and asking about and will be asking about and
trying to have an informed and education perspective”. This ob-
servation bolsters findings from prior research that a broader audi-
ence is important to consider when developing XAI methods and
tools [40, 42, 65].

4.2.2 Factors Affecting Explainability.

In addition to expertise and background, contextual factors were
among the most influential themes. The majority of participants
(n=5) raised issues around the cultural interpretation of sentences
and how this may cause friction with explanations. P04 observed:

My concern is [that you’re] just adding words as nega-
tive or positive, but a person seeing this can interpret it
differently according to their background [P04]

Participants also noted that, even as a native English language
speaker, it was not always clear when sentences should be positive
or negative. Along with concerns about native language and culture,
issues of numeracy and graphicacy also arose. Participants com-
mented (n=4) the numerical information—the weights in LIME and
LIME++ and probabilities in general—were difficult for most lay
people to interpret. PO7 commented that “I feel like the probabil-
ity part, the number itself, is difficult for people to understand” and
P09 indicated that “I am always skeptical of using probabilities as a

way for lay people to understand data” and further elaborated that
they thought the explanations were still tailored to a Data Scientist
(DS) or Machine Learning (ML) Engineers instead of others, such
as a marketing executive that may still employ a sentiment anal-
ysis model. Graphicacy was reflected both as issues reading and
interpreting specific charts (“there is a lot of detail [in LIME++],
for lay people this is overwhelming [...] its already overwhelming
for me”’[P02]). While others felt that visual explanations were more
natural and useful (“this [LIME++] suddenly snaps it into clarity for
me”[P09]). Even individuals with analytic backgrounds expressed
the translational issues: “The challenge I have found is to translate
that [explanation] into something useful because it is so noisy. It
takes lots of human intervention to ‘sand down’ the noise” [PO1].

We observed that text layout elicited strong concerns. As they
moved through the layouts, either seeing the data visualization
and/or additional counterfactual examples, participants felt that ad-
ditional context was being added that made the LLM’s results more
understandable. However, this improvement was not a linear pro-
gression and, according to one participant, was still likely to be tai-
lored to a Data Science or Machine Learning Engineering (MLE)
end-user.

Contextual factors concerning culture, numeracy, and graphi-
cacy, and the way that participants envisioned using a sentiment
analysis model in their work (Applications) were also important.
The application context also influenced the interpretation processes
participants used to make sense of explanations. When the appli-
cation context was unclear, participants were uncertain how to use
explanations. The alignment between an individual’s mental mod-
els and the explanation was brought up by several (n=3) partici-
pants, particularly the discordance between what participants ex-
pected to see and the explanation that was shown: “to evaluate the
trust I would have to look more at the words and what they are. If
they match my mental model, then my trust would increase” [P02].
Prior research has similarly observed the effects of this alignment
between mental models and explanations and their effects on model
trust and transparency [50, 32]. We noted that compared to text-
only explanations, visualizations and CFEs combined often made
discordant alignment more apparent: “OH! I just noticed that the
weight word changes in each sentence. Wow, that is interesting
and violates my assumption” [P10]. P10 was especially concerned
about the model’s level of certainty: “I am shocked by the certainty
[...] I want [to see] more examples and [the model] being uncer-
tain”. Overall visual explanations (LIME, LIME++, scatter++),
especially when coupled with CFEs, made it easier to make as-
sessments of the model’s accuracy, transparency, and fairness — all
factors that impacted whether the explanation was effective.

4.2.3 The Effects of Counterfactuals.

Including CFEs had a distinctly positive effect on all study partic-
ipants. Several (n = 8) expressed an “ah ha” moment that encour-
aged them to engage more deeply and at times more skeptically
with the model. The generation of CFEs and the use of contrastive
sampling, from most to least similar to the input sentence, was
viewed favorably by all participants. P05 said that “this is some-
thing I would play with. [ want to do this at scale. If I had to do
this one by one I would tear my hair out”. For others, CFEs helped
create a more informed opinion of the model: “I can see this model
its not too smart, so this is really helpful because I can literally see
what it’s doing and why it’s so weird.” [POT]. These insights were
coupled with expressions of delight : “This is helpful. I could play
with this, the whole week” [PO3]. The example of the sentence The
film was filmed in France”, with the word France being substituted
with either New Zealand (as the most similar probability example)
and Palestinian Territories (as the most dissimilar probability exam-
ple), triggered a strong reaction for all participants.

Participants also commented on the negative sentiment associ-



Table 2: Themes resulting from qualitative coding activities with representative examples from participants. The context for each quote refers to

Table 1: Participants with their role, expertise, and the sector of their work.

ID Role Expertise Sector
P01  Marketing Executive Data Analysis Industry
P02  Doctoral Student Explainable Al Data Visualization = Academia
P03 Al Ethics Lecturer Al Ethics Academia
P04  Doctoral Student Communications, Explainable Al Academia
PO5  Philosopher / Researcher Neuroethics Academia
P06  Data Scientist NLP Industry
P07  UX/UI Researcher Responsible Al, UX/UI Academia
P08  Lead Visualization Engineer ~ Explainable AL, Data Visualization  Industry
P09  Director, Product Ethics Technology Ethics Industry
P10 VP, Product Management AI/ML, Explainable Al Industry

the individual layouts in the study instrument (Section 3) or an overall observation on all layouts.

Theme Definition Example from interviews
Layout Quote
Explainability InﬂuenCG.: of LIME++ When I see this (sentiment) I think it’s wrong, because I think the sentence is neutral and if
Attributes explanations on its wrong I think it shows some western Europe bias[P06]
accura‘cy, trust, text++ Accuracy and transparency, not so much on fairness, I don’t think this can do that [...] 1
and fairness . , Co .
would be interested in putting in more controversial sentences. [P05]
scatter++ Spelling out [more] examples and show me range instead of one is good for trust [P10]
Applications Overall It depends what people are looking for. What kind of explanation are they looking for?
When and for How much time they want to use for this task. To be honest I don’t know. [P03]
hat s . . A .
gF]aEsp;repL?:: d LIME If lay people could see this stuff it would be a huge gain in education to know that “hey
text is parsed into words and they contribute [to the sentiment] differently [P06]
text I would see this as exploring the variety of responses, so seeing what it looks like when it
is more or less confident in the negative vs positive sentiment [P07]
Contextual LIME 1 don’t think this has enough context. So for me, even this is not enough [...] I don’t feel
Factors Factors effecting like there’s enough guardrails in this to help somebody understand what’s going on [P08]
it lanati
How exp anation LIME I have to look more at the words and what they are. If they match my mental model, then
is interpreted . .
my trust [in the model] would increase [P02]
scatter++ I think it depends on who you are trying to explain this to. I think [its] a DS and MLE who
gets training on a tool like this [P09]
Overall The way that we approach it [explainability problem] is also a problem [...] why does this
problem need to be solved from a numerical perspective? [P04]
Processes Overall most consumers of data are very comfortable with algebra and counting [but] you lose
Integration of them when you get into any stats[P01]
ecxljiisr:;to scatter++ We normal people have problems with math. Numbers can be intimidating. [P04]
processes LIME Even as someone who builds models I want this sort of thing automated for me all the
time.[P0O6]
text The probability, I think it would be better to be visualized, people are really bad at proba-
bilities.[PO7]
Visual Overall The first one [Text] will get you accuracy at best, the more complex ones have been
Design Effects of visual much better able to look at transparency, and especially the last one [Scatter ++], es-
design choices pecially [PO5]
on interpretation LIME [the bar chart] it is intuitive and helpful. I think that due to the fact that we are living in a
visual culture, and images are so important for our current communication [P04]
LIME If the weight axis would just say positive to negative it would be more useful for a lay
person [P09]
scatter++ Wow, this is a lot of information [...] now I have a lot of sentences I can explore [P02]
LIME++ I also feel that my instinct is to see some “diff” if they are viewed together [...] when I

scan I am looking for what’s different about these. [PO1]

ated with the Palestinian Territories and the shift in their perception
of the model: “I think this shows you the bias. The Palestinian Ter-
ritories being rated more negatively than France and New Zealand,
1 think that’s great for transparency and fairness” [P06]. For a few
(n=2) participants, the showing of the CFE led them to distrust the
model more: “ just because it thinks France is positive, that’s why I

can’t trust this model ” [PO3]. One participant pointed to the role of
CFEs in forming their interpretation: “it’s helpful to see more con-
cretely what the impact of the word being changed actually is/...]
the ways that it may change the judgment of the output” [P0O5].
The majority (n=5) noted the benefits of CFEs for helping non-
native English speakers begin to make more sense of the model’s



behavior. P04 said “for someone like me who doesn’t speak English
as a first language, this person has the opportunity to compare what
are you saying”. P06 said that showing the CFEs “would be really
good for fairness, people from different cultures, they can interpret
it for themselves”. P10 summarized the effects of the counter-
factuals in the way we feel captures the general sentiment of all
participants:

“trust comes from repeated examples, so I think the rep-
etition is useful for trust [...] and that skepticism about
fairness is being driven by examples.” [P10]

4.2.4 The Ambiguous Benefits of Visualization.

The combination of CFEs with effective data visualization was es-
pecially potent in helping participants develop a sense of the model
behavior:

“ I know there is more information there and I'm just
not getting it. The more you visualize and expose to me
the better’[P08]

Participants expressed the desire to see some visual information
as soon as they were presented with the text explanation: “a graph
might help [...] as someone who has to communicate stats who
don’t know stats, visualizations really help”[P08]. While CFEs
could augment the text-based explanations (text++) was seen more
favorable to text) the additional visual information was also valu-
able: “this [LIME++] definitely shows you that minor changes are
affecting even the rest of the structure [...] I think it’s really impor-
tant to show people, but just doing it visually” [PO7]. Two partici-
pants said that visualizations created teachable moments “to show
people that language models have their faults ’[P0O3].

However, visualization was not a silver bullet solution. Contex-
tual factors and issues of numeracy and graphicacy also impacted
the efficacy of the visualization. While participants expressed a
generally positive attitude toward the divergent bar part (LIME and
LIME++) several (n=3) expressed confusion around how to interpret
the numerical x-axis and how this contributed to the model’s overall
probability: “if I added up all the weights, I would get a negative
sentiment instead of a positive one [in the example]” [P05]. Two
participants said that divergent bars were not easy to read and that
information may be better presented in a table.

Several (n=4) also expressed concerns with the scatter chart. PO5
suggested that, compared to the bar chart, “scatter plots are much
more mysterious” . For others, the number of examples in the scatter
plot, compared to other layouts, served more to overwhelm than in-
form: “I feel like this scatter plot is making me feel more transpar-
ent, but it isn’t [...] but when I want to overwhelm someone I [also]
give them too much detail [P10]”. P09 independently concurred,
indicating that they “do not like it [scatter plot] as much because 1
really appreciate the side-by-side comparison of the original [text
explanations] to the alternative sentences”. The scatter plot also
obscured information and the burden of interactivity made it more
difficult to understand: “the fact that it is interactive and [to] go
through them, I find that only when you go through the plot you
make more sense of everything ”[P04]. Even when participants saw
benefits to the scatter plot they noted “tension between do I want
to explore, or do I want an algorithm to tell me what to look at”
[PO6]. P02 commented that while the scatter plot “is even better
than [other layouts] before, because it gives me even more freedom
to explore, it can also be overwhelming”.

Participants also made suggestions for alternative visualizations,
namely a pie chart (n=1) or a saliency map [37] (n=1). An-
other participant suggested further augmenting visualizations with
guardrails to guide end-users and make it easier for them to under-
stand the model’s explanation and how to act on it.

5 DESIGN GUIDELINES

Our initial examination surfaced varied complex factors involved
in leveraging model explanations for large language models. Our
instrument design varied different design elements, including text,
visualizations, and the distribution of CFEs to assess participants’
interpretation and perceptions of the model’s outputs. We found the
presence of an explanation is not sufficient. Instead, an individual’s
background, contextual factors, intended application, and analytic
processes modified how they approached model explanations and
evaluated their understandability and usefulness. However, we also
surfaced consistent evidence that the automatic generation of coun-
terfactual examples and the inclusion of a data visualization could
improve the efficacy of explanations. These improvements led to
participants engaging more meaningfully with the explanation and
expressing a greater sense of transparency, trust (or lack thereof),
and skepticism in the model’s outputs.

From our study results, we distill a preliminary set of design
guidelines that we intend to investigate in future work with addi-
tional types of explanations and for different LLM tasks.

DG1: Design Personalized Explanations with Guardrails. Our
findings show that personal frames significantly influence how peo-
ple respond to and engage with CFEs. Personalization of model
explanation strategies has not been widely explored. Typically,
XAI techniques aim for consistency and standardization. How-
ever, as Language Models become more accessible and ubiquitous,
XAI techniques designed primarily for Data Scientists or Machine
Learning experts will fail to meet the needs of the wider population.
For example, SHAP is considered superior to LIME for explainabil-
ity, yet its outputs are often difficult for non-technical end-users to
interpret. To effectively design for end-user subjectivity, it is cru-
cial to recognize and incorporate these personal frames, and par-
ticipants’ baseline numeracy and graphicacy skills, into the design
process. Our research highlighted the importance of also consider-
ing biographical frames, which stem from users’ personal and lived
experiences, such as their ability to read English text, understand
charts, and interpret numbers. These subjective experiences shape
what users consider a useful explanation.

This design guideline should also be considered with some cau-
tion. Depending on the topic, personalization can also reinforce
existing biases by providing justifications for them. For example,
personalizing an explanation for the negative sentiment an LLM at-
tributes to the Palestinian territories could reinforce harmful stereo-
types and beliefs. For this reason, guard rails need to be considered
for personalized explanations. These guardrails should be defined
and articulated alongside the explanation that is generated.

DG2: Balance Information Density to Reduce Cognitive Load.
While CFEs are a powerful technique, they can also easily exac-
erbate an end-users cognitive load. LLMs, and other similar so-
called foundation models, are complex and it can be difficult to dis-
till comprehensive explanations of their behavior into an easy-to-
understand summary. Yet, even for simple designs like scatter++
it quickly became overwhelming to participants to interactively
shift through all the information that was presented to them — even
when they saw the benefits. Techniques for visualizing CFEs (Sec-
tion 2.3) and other types of explainability methods can be far more
complex than the simple approach we took with our study instru-
ment. Once again, this may reveal a bias of existing research and
techniques towards a technical end-user. To address this, consider
adopting a layered approach. Following Shneiderman’s mantra [59]
of providing an overview first and then offering details on demand,
and a progressive disclosure of information can help manage cog-
nitive load.

DG3: Consider Multi-modal Explanations. Our research showed
that combining multiple explanation modalities, in this case, text
and visualizations, was more effective than either modality alone.



This could be further explored to incorporate additional presenta-
tion modalities (e.g., audio, video) to examine their impact on some
of the contextual factors we identified — especially issues around
graphical and numeracy that may make it difficult for some end-
users to orient themselves in an explanation. While we do not ex-
plore it here, multi-model explanations could extend interactive in-
puts not just outputs. For example, designing explanations that sup-
port end-users to follow-up, for example by typing, or using direct
manipulation to gain further insights into the model’s behavior. To-
gether with layering information and incorporating user’s feedback,
multi-modal explanations can enhance accessibility, engagement,
and understanding.

DG4: Incorporate Contrastive Examples During the Design
Process. CFEs can also be useful as a design technique, rather than
just an explanatory method. Specifically, showing the extremes of
model outputs can be useful to reflect on how the design of ex-
planations can be further modified to improve understanding. For
example, we observed that such contrastive samples encouraged
participants to more carefully consider the model’s results and in-
creased their desire to follow up and gain a better understanding of
the model’s behavior. Using contrastive examples could give visu-
alization researchers and practitioners an earlier awareness of such
a phenomenon so that they may proactively consider it throughout
the design process.

6 DiscussioN AND FUTURE WORK

Large Language Models (LLMs) are increasingly used in decision-
making processes, prompting a need for closer inspection due to
potential harm [5, 6, 24, 60, 18, 23, 75]. However, the presence of
an explanation that describes the model’s behavior is not enough
— the manner the explanation is presented in also matters. Un-
fortunately, such design considerations are often overshadowed by
technique development. Through a contextual study on sentiment
analysis, representing broader text classification tasks, we highlight
challenges, opportunities, and implications for refining CFEs, visu-
alizations, and expanding XAl techniques for broader LLM under-
standing.

6.1 Limitations

Our research has several limitations. First, the design choices and
implementation of our CFE instrument, including focusing on a
sentiment analysis task, do not explore the full scope of possible
XAI explanations and counterfactual generation. Future work can
continue to explore CFEs in alternate LLM applications, including
other text classification tasks, as well as others such as text gen-
eration, question answering etc. Individual studies may likely be
required for these different tasks; our study can serve as a template
for these future works. Second, while it was possible to let par-
ticipants enter their own sentences, we limited their options. We
reasoned that a participant’s choice of input sentence could act as
a confound because it can alter their baseline experience of the ex-
planation. We used consistent stimuli in our instrument to mitigate
this.

6.2 Opportunities for Further Impact

Our findings suggest several avenues for leveraging visualizations
with explanations to help individuals with diverse backgrounds en-
gage with complex and inscrutable models.

6.2.1 Extending to other LLM tasks

Within the context of LLM-supported sentiment analysis, we sur-
faced several dimensions (Table 2) and design guidelines that would
form the basis of a more informed analysis for other LLM tasks.
For example, contextual factors will still influence how participants
respond to generated text or LLM-derived summaries. Application
contexts, for example, whether the explanation is being generated

within a healthcare, or finance domain, will also continue to be im-
portant for other LLM tasks. Prior XAl and visualization research
has touched upon some of these elements, but, our study is the first
to bring them together and provide concrete, if preliminary, evi-
dence of their impact on end-users notions of trust, fairness, and
the overall utility of the explanation.

6.2.2 Enabling Contestability and Repair.

Commensurate with prior work [68], we also observed that expla-
nations, in this case, CFEs and visualizations, appear to stimulate
skepticism toward the model’s behavior that resulted in a deeper en-
gagement with the impact of the models’ results. Creating oppor-
tunities for such engagements and capturing participants’ feedback
can enable them to contest a model’s result. However, we also saw
that the choice of visual design and the inclusion of counterfactuals
can overwhelm participants. Here too a critique is that visualiza-
tion tools may be too complex as they again prioritize the needs
of those with ML/DS expertise. Developing visual interfaces that
enable model creators, users, and those impacted by the model to
understand, contest, and propose repairs is critical for reducing the
harms LLMs may impose.

6.2.3 Building from Community Efforts.

A common critique of existing XAl approaches is that they are
developed for ML/AI engineers or Data Scientists to interrogate
their models [42]. In this framing, the goals of XAI are reduced
to the narrower purpose of model debugging for bias or other prob-
lematic LLM behaviors [75]. For a wider audience, who may be
impacted by LLMs but have little context for their creation, there
are few if any mechanisms to bridge the expertise gap. Under-
standing that a model incurs harm is not impactful if members of
those affected populations cannot raise their concerns and propose
changes. Engagement with the broader community can surface
these issues [5, 31], but our research also highlights some of the
challenges of doing so. Others have observed how critical repre-
sentation of marginalized communities is to addressing these is-
sues [21, 49, 75, 6]. Gathering and exploring these diverse com-
munity perspectives is presently limited. We found that CFEs and
visualization may be useful for even a lay audience.Visualization
tools can also create a space to foster this collaborative discussion
as they often reduce technical barriers to engaging with data and
models [1]. However, there remain opportunities to expand their
capabilities beyond exploring explanations and toward collecting,
integrating, and presenting community refinements.

7 CONCLUSION

We conducted a preliminary study that examined the use of CFEs as
an explainability tool for LLMs. In the context of sentiment analy-
sis, we elicited participants’ understanding and their assessment of
the model’s fairness and trustworthiness. Our findings show a vari-
ety of subjective contextual factors that influence participants’ per-
ception of the explanation’s effectiveness and validity. From these,
we suggest a set of design guidelines for considering such personal
frames in the design processes of XAI techniques As LLMs are
primed to play a larger role in the analysis and synthesis of data,
our findings can be used to inform the development of visual XAl
tools that are more accessible to a wider audience.
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